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Environmental Factors 
and Fluctuations in 
Daily Crime Rates

Introduction
When introducing the routine activity theory, 
Cohen and Felson (1979) stated three factors 
must be present for a crime to occur: motivated 
offenders, suitable targets, and the absence of 
capable guardians against a violation. Their 
study stated the likelihood of these factors 
being present at one time can be altered by 
changes in routine activities, thus potentially 
creating increases in crime rates over time. 
Sherman (1995) explained how just having 
a target and an offender is not enough for a 
crime to occur, further stating that place is 
also an essential component. Weisburd and 

coauthors (2014) determined how offenders 
in immediate situational opportunities are a 
signi� cant factor to the development of crime 
hot spots and reported that the likelihood of 
being in an area of chronic crime was statis-
tically signi� cant near public facilities, bus 
stops, arterial roads, and vacant land. Simi-
larly, Eck (2002) outlined likely places for 
target/offender interactions as stores, homes, 
apartment buildings, street corners, subway 
stations, and airports.

Rotton and Frey (1985) alluded that some 
types of weather caused behavior that required 
police intervention after reporting that the best 

predictor of violent episodes was temperature. 
Additionally, aggressive crimes were found 
to increase by 50% when apparent tempera-
ture increased to 25 ºC from -10 ºC (Butke 
& Sheridan, 2010). Rotton and Cohn (2000) 
elaborated on this research by considering the 
impact of temperature on disorderly conduct, 
and found temperature was signi� cantly asso-

� � � ' � 7 �8 �6 �& � ( �8Though physiological effects of exposure to airborne 

lead on cognitive function and crime have been discussed in literature, to 

date, no studies examined other outdoor or ambient air pollutants and 

their potential impact on reported crime. Data were collected through 

open public records provided by study location municipalities to assess the 

impact of outdoor air pollution on daily crime rates in Chicago, Houston, 

Philadelphia, and Seattle. Poisson regression analyses were performed 

to examine associations between outdoor air concentrations of carbon 

monoxide (CO), particulate matter (PM) including � ne (PM 2.5) and coarse 

(PM10) respirable fractions, ozone (O 3), and sulfur dioxide (SO 2) with 

several types of crime along with weather variables known to correlate 

with air pollution concentrations and/or impact crime. Increased PM 2.5 was 

associated with increases in assault, damage, and theft crimes. Pollutants 

known to cause irritation, like PM 10 and O3, were associated with decreases 

in crime rates. Weather variables were also found to be associated with 

increases in crime rates when apparent temperature, cloud cover, visibility, 

and wind speed increased from the 25th to 75th percentile of measurements. 

Additional research to further understand potential relationships between 

outdoor air quality and crime is needed. 
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ciated with this type of crime. Studies have
also looked at the effects of weather variables
like temperature and relative humidity in rela-
tion to crime. In a study focusing on the U.S.,
researchers analyzed 30 years of crime and
weather data and concluded outdoor tem-
perature had a strong effect on crime (Ranson,
2014). In a similar study conducted in New
Zealand, temperature and precipitation were
both identi�ed as having had a signi�cant
effect on the number of violent crimes com-
mitted (Horrocks & Menclova, 2011).

Several other studies have also reported
temperature as being signi�cantly related to
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were calculated to determine a daily aver-
age based on local air monitoring stations
within each city. These data were matched
to each city’s crime data. Secondary datas-
ets were created based on the categories of
crime available by location and air monitor-
ing station data. Due to missing data, Pb was
removed from the analyses.

We sorted the ambient outdoor air quality
data by geographic coordinates of the moni-
toring stations to determine the readings from

within each city. The locations included air
monitoring stations within a radius extend-
ing outside of city limits. In these cases, the
monitoring stations were in nearby towns
and were removed. The study utilized data
from 10, 11, 10, and 4 air monitoring stations
within Chicago, Houston, Philadelphia, and
Seattle, respectively (locations of air moni-
toring stations considered in this study can
be found in the online supplemental � gures).
City averages were calculated to determine a

daily average based on local air monitoring
stations within each city. These data were
managed and cleaned in Microsoft Excel and
subsequently matched to each city’s crime
data. This method created an aggregate daily
data report of crime and air pollution con-
centrations for each location to analyze the
potential relationships between changes in
outdoor air pollution concentrations and the
number of crimes reported by day.

Air
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Weather information was downloaded
from a database maintained by the Weather
Channel. A summary of the weather variables
exported to create the weather data portion of
the dataset can be found in the online supple-
mental tables. These variables were used to
calculate temperature (C), visibility (km),
wind speed (m/s), and precipitation (mm).
The humidity index, referred to as humidex
(Masterson & Richardson, 1979), and appar-
ent temperature (Meng, Williams, & Pinto,
2012; Steadman, 1984) were also calculated
to create two additional independent variables
for analyses to consider how the combined
temperature, relative humidity, and air feels
outside; we used this calculation to deter-
mine the likelihood of a crime occurring when
the humidex and/or apparent temperature
values were high, and thus known to cause
discomfort. See online supplemental �gures
for apparent temperature (Meng et al., 2012;
Steadman, 1984) and humidex (Masterson &
Richardson, 1979) formulas.

Due to the similarities of different weather
variables, not all variables could be included
in the datasets because they were recognized
by SAS as similar variables and therefore
removed from the analyses. The �nal datasets
included the following weather/climate vari-
ables: apparent temperature (°C), humidex,
mean visibility (km), mean wind speed (m/s),
precipitation (mm), and cloud cover (%).

The number of degree days (heating and
cooling), were calculated based on the U.S.
EPA climate change indicator de�nition of
heating days having a temperature colder
than 65 °F and cooling days having a tem-
perature warmer than 65 °F. This informa-
tion was compared with weather and season
information for each study location to pro-
vide a better understanding of the climate
distribution by year.

Maps were developed using the Geographic
Information System (GIS) ArcMap platform
from Esri. The maps included data from Topo-
logically Integrated Geographic Encoding and
Referencing (TIGER) shape�les downloaded
from the U.S. Census Bureau. Other data in-
cluded the use of standard roadway curbing in-
formation from state TIGER �les (U.S. Census
Bureau, 2015). Information about local emis-
sion sources was downloaded from the U.S.
EPA air emission sources database to show the
location of the crimes in relation to prominent
outdoor point and area sources of air pollu-

tion. The crime data provided by each mu-
nicipality included the latitude and longitude
information so each crime could be mapped

by point, with the exception of Houston. The
Houston data had location information by
block and by police beat (geographic patrol

Quartile Summary by Location and Air Pollutant, 2009–2013

T A B L E  J E H 1 0 3 1 7 _ p r i n t . i n d d 4 0 7
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area), which we used to aggregate crimes into 
centralized points within each block (City of 
Houston, 2015). Crime data were aggregated 
using Microsoft Excel to determine the num-
ber of crimes for each speci�c geographic loca-
tion (i.e., latitude/longitude combination [or 
block]) to determine if some areas were more 
prone to crime than others.

In some cases, the complete set of data 
points was not included on the map because 
the crime type had many data points over the 
5-year study period. In these cases, a sample 
of the data was used to create the map, though 
in these cases, which remains unnoticeable 
because several points were located in the 
same geographic location and would have 
been masked by an already existing point. 

Univariate analyses were conducted to 
describe the distribution of each crime vari-
able focusing on median, mean, mode, range, 
quantiles, variance, and standard deviation. 
Dummy variables were used to code data to 
indicate federal holidays and observances to 
consider the likelihood of changes in human 
activity patterns during these days because 
people may have days off from work and/or 
children may not be in school. We considered 
these variables to see if they have an effect on 
the results when compared with regular days 
throughout different days of the week or sea-
sons. Differences between days of the week 
were assessed by assigning each day of the 
week as the reference day to see the variabil-
ity of each weekday in comparison with the 
reference day. Weekdays and weekends were 
also compared post analysis to see if the likeli-
hood of each crime type could be attributed to 
weekend behavior versus weekday behavior. 

Poisson regression was used, with the 
crime data as the dependent variable to con-
trol for population size and potential zeros 
in the data. Study models were corrected for 
overdispersion, season, day of the week, and 
holidays using the SAS GENMOD procedure. 
Results for continuous variables are pre-
sented based on interquartile range (IQR) to 
compare the difference between the 25th per-
centile and the 75th percentile. In the model 
with all study cities, the cities were coded to 
account for differences between locations. 
Analyses were conducted in SAS version 9.4. 
The environmental variables included in 
each model are outlined in Figure 1.

Sociodemographic factors were considered 
post analysis and were not considered poten-

� � � � � # � � � � � � � � � � � � � � � ! � � � � � � � � � ! � � � � � � SCIENCE
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Crime Across Study Locations Considering Daily Air Pollution Concentrations and Environmental  
Parameters  



December 2017���? Journal of Environmental Health 15

tial confounders for analyses because they do
not vary by day. Variance calculations were
completed to consider intracity variability
in comparison with variance across cities
for each pollutant by crime type (Table 2).
The formula for the variance calculation is
shown in the online supplemental �gures.
Variance was considered to determine if the
model joining data from the four study loca-
tions could be combined and presented as
one dataset.

Results
Daily average air pollution concentrations
and weather variables are summarized by sea-
son and location in the online supplemental
tables. Table 3 summarizes the air pollution
concentration distribution of each pollut-
ant for the study period (2009–2013). Aver-
age numbers of heating and cooling degree
days by year are summarized in Table 4. In
Chicago, Philadelphia, and Seattle, a major-

ity of the days throughout study years were
heating days. The average number of daily
crimes in cooling and heating degree days
suggested a higher average was observed for
cooling degree days. Indeed, across crime
types and locations, there were higher daily
average numbers on cooling degree days—
with only three exceptions. These exceptions
were for homicide in Philadelphia and rob-
bery in Seattle, where the average daily num-
ber of crimes was the same on heating and
cooling degree days. The third exception was
in Seattle, where the average number of daily
burglaries was higher on heating degree days.
This was likely due to the number of heating
degree days in Seattle.

Table 5 presents resultsgsuggestedstudy
fidence interval [CI]  1.04, 1.17) or 10%
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the placement of the local emission sources 
on the maps, the crimes seem to be dispersed 
throughout Houston instead of in areas sur-
rounding multiple emission sources. Local 
emitters are concentrated towards the cen-
ter of the city and eastern roadways outside 
of the city boundary. Hot spots fell outside 
of the immediate city limits with the excep-
tion of assault crimes, which were present in 
hot spots closer to the center of the city. In 
Philadelphia, emitters are evenly distributed 
throughout the city and crime hot spots were 
also evenly distributed across the city. The 
highest numbers of hot spots were observed 
for assault crimes. In Seattle, the center of the 
city had the highest concentration of crime. 
Hot spots overlapped areas with more emit-
ters for assault, motor vehicle theft, robbery, 
and theft crimes. Homicide hot spots did not 
fall in the central area of Seattle, near the con-
centrated emitters, like the other crime types. 
The hot spot maps created for the four cit-
ies as part of this study can be found in the 
online supplemental �gures.

Discussion
This study supported that acute exposure to 
air pollutants can impact behaviors that in-
crease and decrease crime rates depending 
on daily air pollution concentrations and 
weather variables. CO is known to cause ir-
ritability in people exposed at high air con-
centrations or doses (Agency for Toxic Sub-
stances and Disease Registry, 2015). Based on 
this observation, the results from the Chicago 
model would be expected. Six of the seven 
signi�cant results in the model suggested 
when CO concentrations increased from the 
25th percentile to the 75th percentile, crimes 
increased. The Seattle model, however, had 
opposite results, with signi�cant �ndings 
showing a decrease in crimes when CO con-
centrations similarly increased. The aver-
age daily CO concentrations in the present 
study’s time period were higher in Chicago 
than in Seattle; however, it is unclear if the 
differences observed between models were 
simply due to Chicago having higher concen-
trations. In addition, the overall concentra-
tions of CO throughout study cities were low 
and in most cases less than 1.0 ppm, which is 
8.0 ppm less than the current National Am-
bient Air Quality Standards (NAAQS) 8-hr 
standard (U.S. EPA, 2016a).

In all but one case, the statistically signi�-
cant relationships associated with increases 
in O3 resulted in decreases in crime. The 
U.S. EPA (2016b) has outlined many known 
adverse health effects of O3, including respi-
ratory symptoms such as coughing, throat 
irritation, pain, burning, or discomfort in the 
chest along with airway in�ammation. Future 
research could further investigate impacts of 
secondary air pollutants and other factors on 
urban crime. 

NO2 is also known to cause airway in�am-
mation and other respiratory effects (U.S. 
EPA, 2017b). In the Chicago model, NO2
concentration increases were found to have 
a relationship with decreases in crime. This 
�nding was the opposite from what was 
observed in the Houston and Philadelphia 
models; however, the NO2 concentrations in 
the present study’s time period in Chicago 
were higher; increases from the 25th per-
centile to 75th percentile of concentration in 
Chicago likely approached the current U.S. 
EPA outdoor air quality standard of 53 ppb 
(annual mean) (U.S. EPA, 2016a). 

The results for coarse, respirable particu-
late matter (PM10) further suggested crimes 
decreased when outdoor air concentrations of 
pollutants causing irritation increased. PM10 is 
known to have an adverse respiratory effect, 
causing trouble breathing (U.S. EPA, 2017c). 
In 13 of 15 signi�cant results, increases in 
PM10 resulted in decreases in crime. Decreases 
in crime rates relating to outdoor air pollut-
ants known to cause discomfort suggested 
irritation and/or discomfort could be relevant 
social/behavioral factors, which resulted in 
different decisions being made, thus reducing 
crime rates. 

Unlike PM10, higher outdoor air concen-
trations of �ne particulate matter (PM2.5) 
seemed to have an immediate impact on 
crime increases, with statistically signi�cant 
�ndings, resulting in an increase in crime 
when PM2.5 concentrations increased from 
the 25th percentile to the 75th percentile. 
The difference between the two types of par-
ticulate matter might be in part due to the 
ability of PM2.5 to penetrate deeper inside 
the lungs (U.S. EPA, 2017c). More research 
is necessary, also, on neurological impacts 
of particulate matter. The concentrations of 
PM2.5 observed throughout the study period 
suggested the signi�cant increases in crime 
rates could be more apparent for these results 

because the observed concentrations in the 
3rd–4th quartiles were more likely to exceed 
the current NAAQS. 

Though SO2 is also known to cause respi-
ratory problems such as bronchoconstric-
tion (U.S. EPA, 2017d), the results differed 
between models. In Chicago, statistically 
signi�cant results were related to increases in 
crime, while in Seattle, statistically signi�cant 
results were related to decreases in crime. 
Therefore, additional research is needed 
to understand how SO2 can impact crime. 
The slight increases in SO2 concentration 
observed in the winter season in Chicago, 
Houston, and Philadelphia suggests the role 
of home heating via �replaces and/or other 
means (i.e., beyond electricity-generating 
coal-�red power plants) as sources affecting 
urban area outdoor air quality. 

Genc and coauthors (2012) outlined how 
PM, and even nanosized particles, can translo-
cate to the central nervous system (CNS) and 
activate an immune response, and how emerg-
ing research evidenced the idea of air pollu-
tion-induced neuroin�ammation, oxidative 
stress, microglial activation, cerebrovascular 
dysfunction, and alterations in the blood-brain 
barrier contributing to CNS pathology. Glass 
and coauthors (2010) explained how neuroin-
�ammation can activate microglial cells, which 
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coldest average temperature was observed in
Chicago and the warmest average temperature
was observed in Houston. The highest and
lowest amounts of daily precipitation were ob-
served in Seattle, with 4 mm in the fall and 1
mm in the summer. Chicago also had a high
of 4 mm in the spring. In addition, the aver-
age daily air pollution concentrations varied
across locations. SO2 values were low and
comparable in three of four seasons, with win-
ter concentrations slightly higher in Chicago,
Houston, and Philadelphia. The highest aver-
age concentrations of NO2 were also observed
in the winter in Chicago, Houston, and Phila-
delphia with 39.4, 29.3, and 37.2 ppb, respec-
tively. Average daily PM2.5 and PM10 were high-
est in the summer in Chicago and in Houston.

In Philadelphia, the average daily concentra-
tion of PM2.5 was highest in the summer and
for PM10 was highest in the spring. In Seattle,
the average daily concentration of PM2.5 was
highest in the fall.

This study suggested environmental fac-
tors could have an impact on crime rates with
both positive and negative associations pos-
sible. When looking at the weather/climate
variables, for example, as apparent tempera-
ture increased, so did the number of several
different crime categories. Fay and Maner
(2014) reported heat exposure promoted
hostile social responses, supporting the �nd-
ings that increased apparent temperatures
related to increases in crime. Similarly, Ely
and coauthors (2013) reported increases in

ambient temperatures over short periods of
time can lead to fatigue, confusion, anger,
and depression. The �ndings of this study
supported how feeling hot and being exposed
to increased ambient air temperatures could
promote anger and hostility, increasing the
number of crimes of various types.

Interestingly, only 2 of the 11 statistically
signi�cant results for humidex were associ-
ated with increased numbers of the particular
crime type. Additional studies should explore
this association, as it would seem reasonable
for the same irritation or anger observed dur-
ing higher temperatures to also occur during
higher humidity and/or higher temperature
and humidity combinations (e.g., urban
summers). It is possible higher ambient air

Cross Model Comparison by Environmental Factor and Crime Type
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Lead was not included as a variable in this 
study because it was not available daily and 
had to be removed from analyses due to the 
amount of missing data. Therefore, this study 
can only inform future studies based on the 
use of mass data, and additional information 
would be needed in future studies to iden-
tify causal relationships. This study was also 
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them from asking employees about their ill-
ness symptoms. But this belief is incorrect; 
ADA does not prevent managers from asking 
employees about their illness symptoms. ADA 
does, however, speci�cally prohibit asking an 
employee if he or she has a disability or what 
kind or how severe the disability might be.

ADA de�nes “disability” as “a physical or 
mental impairment that substantially lim-
its one or more major life activities of such 
individual; a record of such an impairment; 
or being regarded as having such an impair-
ment” (Americans With Disabilities Act, 
1990a). The majority of foodborne illnesses 
transmitted in restaurants present with mild 
to moderate gastrointestinal symptoms and 
are predominantly short term in nature (U.S. 
Department of Health and Human Services, 
2013d). Therefore, they are not considered a 
“disability” under ADA’s de�nition. 

When a foodservice employee has a short-
term gastrointestinal illness that puts consum-
ers and other employees at risk of a foodborne 
illness—one that is not considered a “disabil-
ity” by ADA—his or her manager may inquire 
about symptoms without violating ADA. In the 
rare event that an employee does have a food-
borne illness that is considered a disability by 
ADA, employers would need to take into con-
sideration both ADA and their state's food code. 

Each year, the Department of Health and 
Human Services releases a list of “infectious 
and communicable diseases that are transmit-
ted through handling the food supply,” which 
can be found at www.cdc.gov/foodsafety/
pdfs/ada2017_transmittedbyfood_final.pdf 
(Americans With Disabilities Act, 1990f; 
U.S. Department of Health and Human Ser-
vices, 2017b). Under ADA, an employer may 
require current employees to report whether 
or not they have been diagnosed with an ill-
ness from the list (U.S. Department of Health 
and Human Services, 2013c). If an employee 
does have an illness on the list, ADA requires 
the manager to consider a “reasonable accom-

modation” for the employee (Americans 
With Disabilities Act, 1990g). A reasonable 
accommodation may include adapting facili-
ties or reassigning job duties for individuals 
(Americans With Disabilities Act, 1990c). 

If no reasonable accommodation exists, 
then the manager may “refuse to assign or 
continue to assign the [employee] to a job 
involving food handling” (Americans With 
Disabilities Act, 1990c). If an employee has 
an illness included on the list and the man-
ager cannot provide a reasonable accommo-
dation, the manager, under ADA, may choose 
to give the employee assignments that do not 
include handling food.

ADA also emphasizes that employers may 
follow “any state, county, or local law, ordi-
nance or regulation applicable to food handling 
which is designed to protect the public health 
from individuals who pose a signi�cant risk to 
the health or safety of others” (Americans With 
Disabilities Act, 1990h). Thus, if a manager 
requires foodservice employees to report symp-
toms not related to a disability, the manager is 
both complying with ADA and following best 
practices outlined in the Food Code. It is impor-
tant to remember that ADA not only recognizes 
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Americans With Disabilities Act of 1990, 42 U.S.C.A. § 12112(d)(4)
(A) (1990e).

Americans With Disabilities Act of 1990, 42 U.S.C.A. § 12113(e)
(1) (1990f).

Americans With Disabilities Act of 1990, 42 U.S.C.A. § 12113(e)
(2) (1990g).

Americans
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ferent priorities than residents do. We then
compared the results to qualitative methods
previously used in these communities and
present the advantages of different methods
to further participatory methods for interven-
tion planning and implementation.

Methods

Survey Design
We conducted phone and online surveys in
Alabama between February and March 2016
by the Survey Research Unit (SRU) at the
University of Alabama at Birmingham. Full
phone script and online survey instruments
are available in the online supplemental doc-
ument (www.neha.org/jeh/supplemental).

First, resident participants were given a
brief description of EH: “The �eld of environ-
mental health deals with the ways in which
things in our environment affect our health.
For example, restaurants are inspected to
make sure they are safe places to eat, and
public pools are inspected to make sure they
are safe places to swim. Environmental health
specialists ensure that the air, water, and soil
in our communities are safe. I would like to
know your opinion on some environmen-
tal health issues.” Second, participants were
asked open-ended questions requesting they
report two local EH issues they were most
concerned about. Both surveys included
demographic questions (including income,
education level, and asking participants to
identify the group or groups that best rep-
resents their ancestry/ethnicity/race) to
account for potential covariates across urban
and rural communities.

We used random number landline and cell
phone dialing to sample households. This
approach is consistent with the sampling
strategy used by the SRU to conduct the 2015
Behavioral Risk Factor Surveillance System
funded by the Centers for Disease Control
and Prevention (CDC), a health-related tele-
phone survey mainly focusing on U.S. resi-
dent health-related risk behaviors, chronic
health conditions, and use of preventive ser-
vices (CDC, 2017). A total of 2,500 phone
numbers were attempted at least once (and
up to 9 times) in the Public Health Area 4
(PHA 4, which includes Jefferson County)
and 3,000 phone numbers in PHA 7 (Sumter,
Choctaw, Marengo, Hale, Perry, Dallas, Wil-
cox, and Lowndes counties) (Figure 1).

These public health areas were chosen
to match with a previous study that con-
ducted focus groups to identify EH priori-
ties in underserved communities in urban
(Birmingham) and rural (southwest) Ala-
bama (Bernhard et al., 2013). A total of 830
responses were recorded during the phone
survey (with the response rate of approxi-
mately 15.1%). After excluding 237 records
(approximately 28.6%) without a vc 0Tw 8.4 Second,

duow a a/T1_6 0 Tfnd Low2.64 830
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Results

Comparing Environmental Health
Priorities for Rural Versus Urban
Respondents
We used RUCA codes and population den-
sity metrics to classify Alabama ZIP codes
into rural (small towns in RUCA codes or
areas with the �rst tertile of population den-
sity: between 0.3–13.0 people/km2), suburban
(large towns in RUCA codes or areas with the
second tertile of population density: between
13.1–56.0 people/km2), and urban areas (in
RUCA codes or areas with the third tertile of
population density: between 56.1–3,139.0
people/km2) in Alabama (Figures 1 and 2).
Using both of these categorization schemes

allows for identi�cation of very isolated rural
areas (rural as de�ned by RUCA codes) and
highly urban areas (urban as de�ned by third
tertile of population density) (Figure 2). This
distinction is important because health dispar-
ities are exacerbated in both very isolated rural
areas and in urban core areas, and the types of
environmental exposures are likely different.

Table 1 shows demographic information
of rural, suburban, and urban participants in
the phone survey. Results show that, using
the RUCA code characterization, 93 respon-
dents were from rural areas, 19 from subur-
ban areas, and 474 from urban areas, while
the numbers in rural, suburban, and urban
using population density tertiles were 141,
134, and 313, respectively (Table 1). Rural,

suburban, and urban respondents were simi-
lar with respect to age, sex, ancestry, and
income, but more rural and suburban par-
ticipants compared with urban participants
obtained a higher level of education.

We summarized categorization of partici-
pant responses to the question “What is the
environmental health issue in your commu-
nity that concerns you the most?” into 14
categories (see online supplemental docu-
ment). Table 2 shows results of chi-square
tests (with the Monte Carlo method) on sig-
ni�cant differences in EH priority categories
among rural, suburban, and urban areas. To
simplify test results, we present the number
of responses in each category, its percentage
in each population group, the signi�cant cat-

Results of Chi-Square Tests for Differences in Environmental Health Priorities Among Rural, Suburban,   
and Urban Groups in Phone Survey Conducted in Alabama, February 2016
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egory with the higher/lower expected count 
(highlighted in bolded numbers), and the 
p-value.

Results of the three models show that con-
sistent EH priority differences existed among 
rural, suburban, and urban respondents. For 

instance, all three models show water pollu-
tion and paper mill-related pollution were high 
priorities for rural participants. Model 2 shows 
that sewage systems, in addition to water and 
paper mill-related issues, were higher priori-
ties in rural areas, and urban residents placed 

a higher priority on the built environment 
(including abandoned housing) and air pol-
lution. Taking paper mill-related pollution as 
an example, rural participants reported, “Area 
I live in has a paper mill and dumping in the 
water,” “Pollution from paper mills,” and “Pos-
sible effects from the paper mill plant close 
to river.” In comparison, urban participants 
reported, “Abandoned houses,” “Old building 
left empty,” “Roads have many holes,” “Smok-
ing in public places,” and “Car emissions.” 

When compared with our previous results 
using nonprobability convenience sampling 
in these same regions of Alabama, focus 
groups (Bernhard et al., 2013) and a more 
recent written survey conducted at a work-
shop (see online supplemental document) 
show similar rural–urban differences. Spe-
ci�cally, rural residents prioritized sewage 
and septic, water pollution, and paper mill-
related issues, while urban residents priori-
tized built environment issues (particularly 
abandoned housing) and air pollution.

Comparing Environmental Health 
Priorities of Residents Versus 
Environmental Health Professionals
EH professional respondents were younger, 
more educated, and more likely to be male 
and white compared with resident respon-
dents; therefore, we created a subsample from 
the resident respondents with similar demo-
graphic characteristics (Table 3). 

Results in Table 4 show that EH priorities of 
residents were signi�cantly different from EH 
professional respondent priorities, even when 
using a demographically matched subsample 
of the resident respondents. In particular, EH 
professionals considered food safety as a high 
priority, but residents did not. For instance, 
professionals reported, “Safe food at restau-
rants,” “Safe food handling at restaurants,” 
and “Quality of restaurant inspections due to 
time/budget restraints.” Moreover, EH pro-
fessionals were more likely than residents to 
respond that sewage systems are a high prior-
ity. Residents were more likely than EH pro-
fessionals to consider soil and air pollution as 
important priorities; however, this difference 
was not signi�cant in the demographically 
matched subsample of residents (Table 4).

Discussion
This study used a large, representative phone 
survey to distinguish between EH priori-

Demographic Information of Participants in Phone and Online 
Surveys Conducted in Alabama, February and March 2016

Participants Phone Survey Online Survey p-Value Phone Survey p-Value

Residents
# (%)

Environmental 
Health 

Professionals
# (%)

Subgroup  
of Residents

# (%)

Number 588 63 81

Age .00 .64

Maximum 96 66 74

Minimum 9 29 21

Median 63 50 57

Unknown 0 10 0

Sex .02 .69 

Male 178 (30.3) 25 (39.7) 34 (42.0)

Female 410 (69.7) 30 (47.6) 47 (58.0)

Unknown 0 (0) 8 (12.7) 0 (0)

Ancestry .00 .17

White 217 (36.9) 39 (61.9) 56 (69.1)

Black or African 
American

347 (59.0) 10 (15.9) 23 (28.4)

Othersa 17 (2.9) 5 (7.9) 2 (2.4)

Unknown 7 (1.2) 9 (14.3) 0 (0)

Highest level of 
education

.00 .48

�High school 
diploma

230 (39.1) 0 (0) 0 (0)

Associate or 
bachelor degree

301 (51.2) 37 (58.7) 59 (71.7)

Graduate degree 53 (9.0) 18 (28.6) 22 (28.3)

Unknown 4 (0.7) 8 (12.7) 0 (0)

Income (pretax) .00 N/Ab

<$20,000 121 (20.6) 0 (0) 0 (0)

�$20,000 321 (54.6) 48 (76.2) 60 (74.1)

Unknown 146 (24.8) 15 (23.8) 21 (25.9)

Note. Numbers in bold are signi�cant at .05.
aIncludes Alaskan Native or American Indian, Asian, Native Hawaiian or other Paci�c Islander, Hispanic or Latino, or some 
other race or mixed race. 
bAll individuals in the environmental health professional and subgroup of resident groups had an income � $20,000, thus 
there is no test here and these two groups had no difference on this aspect.

TABLE 3

JEH12.17_print.indd   33 11/9/17   5:10 PM
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ties of residents living in urban versus rural
areas of Alabama and also compared resident
responses to those of EH professionals. Our
study indicates that perceptions of important
EH issues are different across the rural–urban
landscape, particularly on the aspects of the
built environment, sewage systems, industry-
related pollution, water pollution, and air
pollution. Consistent with previous research
(Butter�eld et al., 2011; Israel et al., 2006;
Smith et al., 2008), this result suggests char-
acterization of the differing needs of urban
and rural communities is needed to tailor EH
communication strategies and services pro-
vided at the local level.

As part of a community-engaged research
program, focus groups were conducted in
the same urban and rural regions of Alabama
in 2012 that were composed of residents
recruited via referral sampling by local com-
munity partner organizations (N = 40, N = 33
in West Central Alabama and Birmingham,
respectively) (Bernhard et al., 2013). This
community-research partnership has contin-
ued, and a more recent written survey was
conducted in fall 2015 (N = 34,N = 48 in West
Central Alabama and Birmingham, respec-
tively) (see online supplemental document).

Comparing our study results with the
2012
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resident/EH professional differences may be 
limited. For instance, Arcury and Christian-
son (1993) did not identify urban/rural dif-
ferences in EH priorities in Kentucky, which 
could be due to survey design differences 
or differences in how urban and rural areas 
are de�ned (Hart, Larson, & Lishner, 2005). 
We have previously shown that methods for 
de�ning urban and rural areas are important 
for characterizing differences in adverse birth 
outcomes and mortality in Alabama (Kent et 
al., 2013; Kent, McClure, Zaitchik, Smith, & 
Gohlke, 2014). This study serves as an exam-
ple to investigate EH priority differences and 
helps planners and professionals to choose an 

appropriate approach to identify and con�rm 
the EH priority differences in their regions.

In summary, our results suggest that tai-
lored approaches should be designed to 
address EH priorities in urban versus rural 
environments, and that greater community 
engagement with local and state EH profes-
sionals and policy makers, with minimal 
costs, could create a common understanding 
between residents and EH professionals on 
environmental priorities, eventually leading 
to increased effectiveness of intervention 
strategies designed to address common pri-
orities. 

A c k n o w l e d g e m e n t :  T h i s  w o r k  w a s  s u p p o r t e d  
b y  t h e  U n i v e r s i t y  o f  A l a b a m a  a t  B i r m i n g h a m  
C e n t e r  f o r  t h e  S t u d y  o f  C o m m u n i t y  H e a l t h  ( a  
C D C - d e s i g n a t e d  P r e v e n t i o n  R e s e a r c h  C e n -
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2010; Hendrickson, Vogt, Goebert, & Pon, 
1997; Loehn et al., 2011; McKinney, Houser, 
& Meyer-Arendt, 2011; Ryan et al., 2015b; 
Swerdel, Janevic, Cosgrove, Kostis, & Myo-
cardial Infarction Data Acquisition System 
Study Group, 2014).

This challenge has been recognized global-
ly by the United Nations in the Sendai Frame-
work for Disaster Risk Reduction 2015–2030. 
Item 30(k) suggests that NCDs should be 
included in the design of policies and plans 
to manage risks before, during, and after dis-
asters, including having access to life-saving 
services (UNISDR, 2015). 

In Australia, NCDs cause approximately 
90% of all deaths, account for 88% of the 
burden of disease, and are responsible for 
83% of recurrent health expenditure (Aus-
tralian Government Department of Health, 
2017; Queensland Government, 2014). The 
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nance, prevention, supplies, service, transport, 
and surveillance (Ryan et al., 2016b). During 
the analysis, another category of “other” was 
created for any data that did not align with 
PHI themes. This process also provided an 
opportunity to validate PHI themes and priori-
ties before, during, and after a disaster.

The terms used to guide the analysis were 
based on the NCDs with the highest burden 

in Queensland, Australia, and those consid-
ered at greatest risk during the “acute phase” 
postdisaster (the �rst 4 weeks) due to their 
reliance on PHI for treatment and care (Health 
Council of the Netherlands, 2006; Queensland 
Government, 2014). These NCDs included 
cardiovascular diseases, cancers, respira-
tory conditions, and diabetes. The focus was 
people who already had an NCD, rather than 

those who might have developed a condition 
due to disaster exposure. During the analysis, 
three additional themes for NCDs were identi-
�ed and used: renal diseases, NCDs (general), 
and other. 

Ethics approval was provided by James 
Cook University (H4871) and Townsville 
Hospital and Health Service Human Research 
Ethics Committee (HREC/13/QTHS/251). 

Descriptions of Public Health Infrastructure

ThemeFocus Group Descriptors  = Focus Group, n = Literature)

Communication Information systems (sheets), social Community meetings, community messaging, education/training, Facebook, information sheets, 
newspapers, police communications, radio, social media, SMS, Twitter, telephone, television (=s 0, n Bedding, camp beds, cooking facilities, earthmoving equipment, mattresses, trucks (Command/control/coordination, disaster plans, district disaster management groups, emergency, 
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for people with NCDs, particularly people 
who cannot self-medicate at home. 

�NPrevention: Prevention can be a mitigation 
strategy by empowering people to take 
care of their own health. This strategy can 
include individual planning, sustained 
education, and training campaigns. 

�NServices: Targeted services, such as basing 
doctors at evacuation centers to maintain 
treatment, were identi�ed as strategies to 

help mitigate the impact of disasters on 
people with NCDs. 

�NSurveillance: By establishing and maintain-
ing surveillance, the impact of disasters on 
people with NCDs can be reduced. This 
mitigation of impact could be achieved 
by having central registration points for 
people with NCDs and maintaining regis-
tries of people at risk. Rapid and regular 
surveys of evacuation centers and other 

infrastructure could be used to understand 
community needs before, during, and after 
a disaster. 

Discussion 
To effectively reduce the risk disasters pose 
to people with NCDs, it is critical for the 
EH profession to be part of interdisciplin-
ary solutions. This inclusion is particularly 
important because the work of the EH pro-

Reported Impact of Disasters by Public Health Infrastructure and Noncommunicable Diseases (NCDs)

Public Health 
Infrastructure

Cancer Cardiovascular Diabetes Respiratory Renal Diseases NCDs (General)

Power Patients who required 
oxygen needed help 
during power outage; 
generators for oxygen 
and respiratory 
equipment ran out  
of fuel.

Patients who 
required dialysis 
needed help during 
power outage.

Generators used inside, 
which resulted in carbon 
monoxide poisoning.

Prevention If NCDs were poorly 
managed prior, there was 
an increased risk of poor 
outcomes after a disaster.

Sanitation Person with 
diabetes cut foot 
while cleaning, 
and then died 
due to infection.

Asthma reactions 
resulted from exposure 
to mold after a �ood.

People who were im-
munocompromised or had 
an NCD were susceptible to 
infections after a disaster.

Services Lack of 
services 
resulted in 
cancer patients 
requiring acute 
care that was 
not available.

Lack of ongoing 
care increased 
risk of acute 
myocardial 
infarction or  
heart attack.

Patients who required 
oxygen needed help 
during power outage; 
asbestos exposure due 
to inadequate cleanup.

Patients who 
required dialysis 
needed help during 
power outage.

Chronic disease 
management programs 
fell by the wayside during 
emergencies. 

Supplies Generators for oxygen 
and respiratory 
equipment ran out of 
fuel; little to no fuel 
resupply for generators 
during a disaster.

Lack of medication; 
people who required drugs 
often ran out of supplies; 
medications could be 
almost nonexistent after 
cyclones; people with food 
allergies were at risk if 
inadequate food. 

Transport Reduced transport options 
for the elderly and for 
people who required 
treatment. 

Water Loss of safe water 
supply for dialysis; 
contaminated water 
in reverse osmosis 
systems.

Note. There were no reported impacts for the following public health infrastructures: communication, equipment, governance, physical structure, surveillance, workforce, and other.

TABLE 3
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fession interweaves across various disciplines 
and stakeholders (Anderson, Naujokas, & 
Suk, 2015). For example, safe water is impor-
tant for clinicians overseeing dialysis treat-
ment. Achieving reduced risk will require 
working collaboratively with individuals, the 
community, government, and other entities 
to achieve the best outcome for people with 
NCDs. To implement this approach, a num-
ber of strategies are recommended. 

1. Expand Environmental Health 
Disaster-Related Activities to Include 
Noncommunicable Diseases
This change could easily be achieved by 
building on existing roles in the disaster set-
ting, which include monitoring and assessing 
public health risks before, during, and after a 
disaster. To achieve this change, an authen-
tic trespassing of professional boundaries is 
required; for example, combining a team of 
“integrative expertise” that could include 
clinicians, engineers, and EH professionals 
working together to prepare for and respond 
to disasters (MacLachlan, 2009). 

The �rst step to achieve this integration 
would be for a global leader in EH and disas-
ter management, such as the International 
Federation of Environmental Health or the 
National Environmental Health Association, 
to actively seek involvement in developing 
local, national, and international strategies 
to address the challenges faced by NCDs. 
Achieving this integration would re�ect the 
emerging risks, diversity, and intensity of 
recent disasters and show a sign of maturity 
within EH and disaster management systems 
(Burkle, 2015). Most importantly, the result 
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or rapid access to life-saving services during 
and after disasters (UNISDR, 2015). 

2.Create Targeted Mitigation Strategies 
The reported impact of disasters on people 
with NCDs demonstrates the need for mitiga-
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